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Abstract. Hough transform based methods for object detection work
by allowing image features to vote for the location of the object. While
this representation allows for parts observed in different training in-
stances to support a single object hypothesis, it also produces false pos-
itives by accumulating votes that are consistent in location but inconsis-
tent in other properties like pose, color, shape or type. In this work, we
propose to augment the Hough transform with latent variables in order
to enforce consistency among votes. To this end, only votes that agree on
the assignment of the latent variable are allowed to support a single hy-
pothesis. For training a Latent Hough Transform (LHT) model, we pro-
pose a learning scheme that exploits the linearity of the Hough transform
based methods. Our experiments on two datasets including the challeng-
ing PASCAL VOC 2007 benchmark show that our method outperforms
traditional Hough transform based methods leading to state-of-the-art
performance on some categories.

1 Introduction

Object category detection from 2D images is an extremely challenging and com-
plex problem. The fact that individual instances of a category can look very
different in the image due to pose, viewpoint, scale or imaging nuisances is one
of the reasons for the difficulty of the problem. A number of techniques have been
proposed to deal with this problem by introducing invariance to such factors.
While some approaches [1–3] aim at achieving partial invariance through specific
feature representations, others [4–9] divide the object into parts, assuming less
variation within each part and thus a better invariant representation.

Codeword or voting based methods for object detection belong to the latter
category. These methods work by representing the image by a set of voting ele-
ments such as interest points, pixels, patches or segments that vote for the values
of parameters that describe the object instance. The Implicit Shape Model [4],
an important instance of the Generalized Hough Transform (GHT), represents
an object by the relative locations of specific image features with respect to a
reference point. For object detection, the image features vote for the possible
locations of this reference point. Although this representation allows for parts
from different training examples to support a single object hypothesis, it also
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produces false positives by accumulating votes that are consistent in location
but inconsistent in other properties like pose, color, shape or type. For example,
features taken from a frontal view image of a training example and a side view
image of another training example might agree in location, but an object can
not be seen from frontal and side views at the same time. It is our understanding
that this accumulation of inconsistent votes is the main reason behind the poor
performance of the voting based approaches.

To improve the detection performance, researchers have proposed enforce-
ment of consistency of the votes by estimating additional parameters like as-
pect ratio [5] or pose [10–14]. While the use of more parameters obviously
improves consistency, it also increases the dimensionality of the Hough space.
However, Hough transform-based methods are known to perform poorly for high-
dimensional spaces [15]. Consistency can also be enforced by grouping the train-
ing data and voting for each group separately. Such a grouping can be defined
based on manual annotations of the objects, if available, or obtained by clus-
tering the training data. While this does not increase the dimensionality of the
voting space, the votes for each group can become sparse due to a limited number
of training examples, which impairs the detection performance. Even if annota-
tions are available for the training examples, it is not clear which properties to
annotate for an optimal detection performance since the importance of proper-
ties differs from case to case. For instance, viewpoint is important for detecting
airplanes but far less so for detecting balls.

In this work, we propose to augment the Hough transform by latent vari-
ables to enforce consistency of the votes. This is done by only allowing votes
that agree on the values of the latent variables to support a single hypothesis.
We discriminatively learn the optimal assignments of the training data to an
arbitrary latent space to improve object detection performance. To this end,
starting from a random assignment, the training examples are reassigned by op-
timizing an objective function that approximates the average precision on the
training set. In order to make the optimization feasible, the objective function
exploits the linearity of voting approaches. Further, we extend the concept that
training instances can only be assigned to a single latent value. In particular, we
let training examples assume multiple values and further allow these associations
to be weighted, i.e. modeling the uncertainty involved in assigning a training ex-
ample to them. This generalization makes the latent Hough transform robust
with respect to the number of quantized latent values and we believe that the
same is applicable when learning latent variable models in other domains.

Experiments on the Leuven cars [10] and the PASCAL VOC 2007 bench-
mark [16] show that our latent Hough transform approach significantly out-
performs the standard Hough transform. We also compare our method to other
baselines with unsupervised clustering of the training data or by manual annota-
tions. In our experiments, we empirically demonstrate the superior performance
of our latent approach over these baselines. The proposed method performs bet-
ter than the best Hough transform based methods. And it even outperforms
state-of-the-art detectors on some categories of the PASCAL VOC 2007.
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2 Related Work

A number of previous works have investigated the idea of using object properties
to group training data. For instance, the training data is clustered according to
the aspect ratios of the bounding boxes in [8]. Other grouping criteria like user-
annotated silhouettes [14], viewpoints [13, 17–19], height [21], and pose [11, 20]
have been considered as well. To enforce consistency, the features vote for objects’
depth in addition to locations in [22], the close-by features are grouped in [23]
to vote together. In [24], two subtypes are trained for each part by mirroring the
training data. The location of each part with respect to its parent joint is also
used in [25] to train sub-types. Instead of grouping the training examples, [26]
train a model for every single positive instance in the training data. While all
of these works divide the training data into disjoint groups, [27] proposes a
generative clustering approach that allows overlapping groups.

Latent variable models have been successfully used in numerous areas of com-
puter vision and machine learning to deal with unobserved variables in train-
ing data, e.g. [28–31]. Most related to our work, [8, 32] learn a latent mixture
model for object detection by discriminatively grouping the training examples
and training a part model consisting of a root filter and a set of (hierarchical)
parts for each group. In contrast to these works, our approach is a non-parametric
voting based method where we assume the parts are given in the form of a shared
vocabulary. As has been shown in previous works [17, 33], the shared vocabu-
lary allows better generalization when learning a model with few examples as
it makes use of the training data much more effectively. Given this vocabulary,
we aim at learning latent groupings of the votes, i.e. training patches, which
lead to consistent models and improve detection accuracy. The advantage of this
approach is that we need to train the parts only once and not re-train them from
scratch as in [8, 32].

Several approaches have been proposed for training the parts vocabulary.
Generative clustering of the interest points is used in [4, 12, 34] as the codebook
whereas [5, 13] discriminatively train a codebook by optimizing the classifica-
tion and localization performance of image patches. Discriminative learning of
weights for the codebook has been addressed before as well. In [34], a weight is
learned for each entry in a Max-Margin framework. [35] introduced a kernel to
measure similarity between two images and used it as a kernel to train weights
with an SVM classifier. Although increasing the detection performance, those
works differ from our approach in that they train weights within a group.

Detecting consistent peaks in the Hough-space for localization has been the
subject of many investigations as well. While Leibe et al. [4] used a mean-shift
mode estimation for accurate peak localizations, [36] utilize an iterative pro-
cedure to “demist” the voting space by removing the improbable votes from
the voting space. Barinova et al. [37] pose the detection as a labeling problem
where each feature can belong to only a single hypothesis and propose an it-
erative greedy optimization by detecting the maximum scoring hypothesis and
removing its votes from the voting space.
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3 Detection with the Hough Transform

In this section, we briefly describe Hough transform based object detection ap-
proaches that learn a codebook of voting elements, which can be some image
features [4] or simply dense image patches [5]. Since our method does not require
any retraining of the codebook, we refer for the details of the codebook learning
to the corresponding works. Having such a codebook, the voting elements of an
image Ii ∈ I are extracted and matched against the codebook to cast weighted
votes V (h|Ii) for an object hypothesis h, which encodes the position and scale
of the object in the image.

For a given object hypothesis h ∈ H, the score of h is determined by the sum
of votes that support the hypothesis: S(h) =

∑
i V (h|Ii). In fact , the accumu-

lated weights of the votes that agree on the location and scale of the object. For
detecting multiple objects, following the probabilistic approach of [37], the max-
imum scoring hypothesis is localized and its supporting votes are removed from
the voting space. This process is iterated until the desired number of objects are
detected or a confidence threshold is reached.

Since in an Implicit Shape Model [4], the votes are estimated from training
patches in a non-parametric way and the score of each hypothesis is linear in
the votes, S can be written as sum of votes from training instances t ∈ T :

S(h) =
∑
t∈T

∑
i

V (h|t, Ii). (1)

where V (h|t, Ii) denotes the votes of element Ii from training image t. Although
the votes originating from a single training example are always consistent, this
formulation accumulates the votes over all training examples even if they are
inconsistent, e.g., in pose or shape. In the next section, we show how one can
use latent variables to enforce consistency among votes.

4 Latent Hough Transform (LHT)

In detecting objects with the latent Hough transform, we augment the hypothesis
space by a latent space Z to enforce consistency of the votes in some latent
properties z ∈ Z. The score of a hypothesis in the augmented space can be
determined as

S(h) = max
z∈Z

∑
t∈T

∑
i

V (h, z|t, Ii) (2)

where V (h, z|t, Ii) are the votes of an image element Ii from training image t to
the augmented latent space H×Z. For instance, Z can be quantized viewpoints
of an object. Voting in this augmented space allows only votes that are consistent
in viewpoint to support a single hypothesis.

Similar to other latent variable models [8, 29, 30, 32], one can associate each
training image t to a single latent assignment z. This association groups the
training data into |Z| disjoint groups. Note that the number of these groups is
limited by the size of training data |T |.
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The grouping of the training data by latent assignments can be represented
by a binary |Z| × |T | matrix, which we denote by W and refer to as latent ma-
trix. The elements of W are denoted by wz,t, where wz,t ∈ {0, 1} and

∑
z wz,t =

1,∀t ∈ T . Observe that every W that satisfies these constraints defines a group-
ing of the training data. Given a latent matrix W , we can rewrite the hypothesis
score as

S(h,W ) = max
z∈Z

∑
t∈T

wz,tV (h|t), where V (h|t) =
∑
i

V (h|t, Ii). (3)

The term V (h|t) is the sum of the votes originated from the training example
t. This term will be very important while learning the optimal W as we will
discuss in Sec. 5.

4.1 Generalized Latent Assignments

The association of the training data to a single latent value z does not make use
of the training data effectively. We therefore generalize the latent assignments
of the training data by letting a training image assume multiple latent values.
To this end, we relax the constraints on W and allow wz,t to be real-valued in
[0, 1] and non-zero for more than a single assignment z. This can be motivated
by the uncertainties of the assignments for the training examples. In particular,
the latent space can be continuous and, with an increasing quantization of Z,
two elements of Z can become very similar and thus need to “share” training
examples. As we show in our experiments, this generalization makes the latent
Hough transform less sensitive to the number of quantizations, i.e., |Z|.

4.2 Special Cases of the Latent Matrix

The most basic special case of the latent matrix is when |Z| = 1 and wz,t =
1,∀t ∈ T which is equivalent to the original Hough transform formulation in
Eq.(1). The splitting of the training data by manual annotations or unsuper-
vised clustering are also other special cases of the latent matrix where each row
of the matrix represents one cluster. For splitting the training data, we have
considered manual annotations of the viewpoints and two popular methods for
clustering. Namely, agglomerative clustering of the training imnstances based
on their similarity and k-means clustering of the aspect ratios of ground truth
bounding boxes. Similar to [35, 13], we define the similarity of two training hy-
potheses as the χ2 distance of their occurrence histograms. Groupings of the
training data based on the similarity measure and manual view annotations are
visualized in Figs. 1(a) and 3(b) respectively. As shown in these figures, the
groupings based on annotations or clustering might be visually very meaningful.
However, as we illustrate in our experiments the visual similarity alone may not
be optimal for the detection. In addition, it is not clear what similarity measure
to choose for grouping and how to quantize it. These problems underline the
importance of learning the optimal latent matrix for detection.
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(a) (b)

Fig. 1. (a) Visualization of the χ2 similarity metric using Isomap. The two ellipses show
the clustering of the training instances of the ’Aeroplane‘ category of PASCAL VOC
2007. As can be seen the clustering splits the data into very meaningful groups. (b)
The visualization is accurate since the first two dimensions cover most of the variation.

5 Discriminative Learning of the Latent Matrix

We formulate the problem of learning the optimal latent matrix as the optimiza-
tion problem

Ŵ = arg max
W

O(W,R). (4)

where R = {(h, y)} denotes the set of hypotheses h and their labels y ∈ {0, 1},
and O(W,R) is the objective function. A hypothesis is assigned the label y = 1
if it is a true positive and y = 0 otherwise. For each hypothesis h, we pre-
compute the contribution of every training instance t ∈ T to that hypothesis, i.e.,
V (h|t) (3). It is actually the linearity of the Hough transform based approaches
in Eq.(1) that allows for this pre-computation, which is essential for learning the
latent matrix W in reasonable time.

As our objective function, we use the average precision measure on the vali-
dation set which is calculated as

O(W,R) =
1∑
j yj

∑
k,yk=1

∑
j,yj=1 I(hk, hj)∑

j I(hk, hj)
(5)

where, for a given latent matrix W , I(hk, hj) indicates whether the score of
hypothesis hk is smaller than that of hypothesis hj or not

I(hk, hj) =

{
1 if S(hj ,W ) ≥ S(hk,W )
0 otherwise.

(6)

Learning the latent matrix to optimize the detection performance is very
challenging. First, the number of parameters to be learned is proportional to
the number of training instances in the codebook which is usually very large.
Another problem is that to be faithful to the greedy optimization in [37], with
every update in the weights, one needs to run the detector on the whole validation
dataset in order to measure the performance.
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Algorithm 1 Interacting Simulated Annealing (ISA) [38] with cross-validation.

{Rs} ← sample(R,maxNeg,maxPos)
ε← 0.6
for p = 1→ n do
Wp ← initialize W at random

end for
for epoch = 1→ maxEpochs do
{Rs} ← sample(R,maxNeg,maxPos)
c← getMaxPerturbations(iter, epoch) //adaptively reduce perturbation
for iter = 1→ maxIter do
W ← perturb(W, c) // perturb c elements of W at random
for p = 1→ n do
op ← O(Rs,Wp)

end for
β ← 20 ∗ (epoch ∗maxIter + iter)
{W} ← selection({W}, {o}, β, ε)

end for
end for

In practice, we make an approximation and deal with the detection problem
by sampling a sparse set of hypotheses from the validation set assuming that the
positions of detections remain the same. To this end, we run the detector on the
validation set once and collect a large number of hypotheses R. To increase the
number of positive hypotheses, we also generate new object hypotheses from the
positive training examples by mirroring and rescaling the training examples.

The objective function in Eq. 5 is non-convex and is not even continuous
and thus it is not possible to optimize it with a gradient-based approach. For
optimization, we used the Interacting Simulated Annealing (ISA) [38]. ISA is a
particle-based global optimization method similar to the simulated annealing.
Starting from an initial set of weights for n particles, it iteratively, i) perturbs
the weights of selected particles ii) evaluates the objective value for each particle,
exponentiates these values with the algorithm parameter β, and normalizes them
to create a probability distribution. iii) randomly selects a number of particles
using this distribution. This process is continued until a strong local optimum is
reached. The perturbation of W at each iteration is done by selecting a random
number of elements c (maximum 10) and changing their weights randomly. c is
adaptively decreased at each epoch by the factor 1

sqrt(epoch) .

Algorithm 1 gives an overview of the optimization with ISA. To avoid over-
fitting effects due to the large number of parameters to be estimated, we run a
cross-validation loop inside the global optimization. For cross-validation, we use
a random subset Rs of R at each epoch. In practice we have kept all the positive
examples and 5% of the negatives for training at each epoch. We have also found
well performing solutions, in detection performance, by running the optimization
for a reasonable amount of time (a couple of hours on a single machine).
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Fig. 2. This figure illustrates the result of using view annotations and unsupervised
clustering for grouping training data of “aeroplane”, “bicycle” and “sheep” categories
of PASCAL VOC 2007. Groupings based on aspect ratio are shown in the first row,
similarity clustering in the second, and the manual view annotations in the third row.
Although clustering increases the performance for aeroplane, it is reducing it for the
sheep. Also the AR clustering is performing better than similarity clustering for aero-
plane and bicycle, yet clustering similarities leads to better results for the sheep. By
using four clusters, the results are deteriorating in all three categories which is due to
the insufficiency of the number of training data per cluster.

6 Experiments

We have evaluated our latent Hough transform on two popular datasets, namely
the Leuven cars dataset [10] and the PASCAL VOC 2007 [16]. As a baseline for
our experiments, we compare our approach with the marginalization over latent
variables by voting only for locations (“Marginal”), unsupervised clusterings of
aspect ratios (“AR clustering”) and image similarities (“Similarity clustering”),
and the manually annotated viewpoints (“View Annotations”) provided for both
Leuven cars and PASCAL VOC 2007.

In all our experiments, the codebook of the ISM is trained using the Hough
forests [5] with 15 trees and the bounding boxes for a detection are estimated
using backprojection. The trees are trained up to the maximum depth of 20 such
that at least 10 occurrences are remained in every leaf. For performing detection
on a test image, we have used the greedy optimization in [37]. The multi-scale
detection was performed by doing detection on a dense scale pyramid with a
1
4√2

resizing factor. In addition, instead of penalizing the larger hypotheses by
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(a) (b) annotated views

Fig. 3. (a) Performance comparison of our latent Hough transform with the baselines
on the Leuven cars. As can be seen, in the red curve, AP is clearly increased by
manually splitting the data to 14 views. By learning 14 latent groups, the performance is
significantly improved over both baselines, the magenta curve. Learning the generalized
latent matrix (green) and increasing the number of groups (cyan) improves the results
further. (b) Examples of the 14 views manually annotated in the training data.

adding a negative bias as in [37], similar to [4], we allow larger deformations by
increasing the standard deviation of the smoothing kernel proportional to the
scale. The smoothing kernel is chosen as a gaussian with σ = 1.25 at scale one. In
every test, 40 bounding boxes are detected and the hypothesis score in Eq.(2) is
assigned as the confidence of every detection. According to [16], precision/recall
curves and average precision measure (AP) were used for the evaluations.

Prior to learning the latent groups, we have collected a set of positive and
negative detections by running the detector on the whole validation set of a
category and detecting 100 bounding boxes from each image. The bounding
boxes with more than 60% overlap with ground truth were considered as positive
and the ones with less than 30% as negatives.

Leuven cars: For the Leuven cars dataset, 1471 cropped training images of
cars are provided. The viewing angle is divided into 14 views and training images
are annotated for 7 viewpoints. The training data of the other 7 viewpoints is
obtained by mirroring the traning images, creating the total of 2942 training
images annotated for 14 viewpoints. Prior to the training, all positive objects in
the training instances rescaled to have the height of 70 pixels. In addition, for
the background category, we are using the clutter set of Caltech 256 [39]. A third
of positive images and 200 negative images and from each of which 250 patches
are randomly sampled for training each tree. As the validation set for learning
the latent groupings, the Amsterdam cars dataset [10] and the Graz02 cars [40]
are used. The Leuven sequence [10] is used as the test set and the detection was
performed on 12 scales starting from 2.7.

PASCAL VOC 2007: A seperate forest is trained for each category. The
training is carried out by using all the positive examples and their mirrors in
the “trainval” set of a category as the positive set and the images not containing
the category as the negative set. The partial view annotations are ignored for
the training. Similar to the cars, the positive training instances are cropped and
normalized to have the maximum height or width of 100 pixels. For training
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(a) (b)

(c) (d) (e)

Fig. 4. This figure shows the result of learning the latent matrix on three categories.
By learning the latent matrix we can consistently outperform the clustering (“AR
clustering”) and the Hough transform baseline (“Marginal”). (a) When learning 2
latent groups, there is not much benefit in assigning training examples to multiple
groups. (b) However, doing so already gives a benefit for learning three latent groups
as it models the uncertainty in the assignments. (c-d) Results for two other categories.
(e) Shows the comparison of the training and testing performance as a function of the
number of epochs. Since the same training data is used for creating the ISM codebook
and learning the latent matrix, the overall performance of the training is much better.
Yet, the two curves correlate well and the training shows little overfitting.

each tree, 200 training images from the positive set and 200 from the negative
set and from each of which 250 patches are sampled at random. The “trainval”
set of a category was used as the validation set for learning the latent groupings.
The performance of the method is evaluated on the “test” set. The multi-scale
detection is done with 18 scales starting from 1.8.

To evaluate the benefits of the discriminative learning against unsupervised
clustering and manual view annotations, we compared the results of learning on
the Leuven cars and PASCAL VOC 2007 datasets. For a fair comparison, we
train the Hough forests [13] for a category only once and without considering
the view annotations or learned groupings. For the optimization with ISA, we
used 500 particles and the number of epoch and iterations were both set to 40.

Figure 3 compares the performance of the learning with our baselines on the
Leuven cars [10]. Disjoint groupings of the training data based on view anno-
tations, improves the result by 4 AP percentage points. By learning the latent
groups the performance improves by 6.8 and 2.7 points w.r.t the marginaliza-
tion and manual view annotations respectively. Learning the generalized latent
matrix improves the result further by about 2.5 points. By allowing more la-
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Our Approach

HT Marginal 16.1 35.6 2.9 3.3 20.4 15.8 25.5 7.5 10.9 37.2 10.3 3.2 28.6 34.2 4.5 19.2 21.9 10.3 9.8 43.4 18.03
HT + AR 21.8 42.7 11.4 10.2 19.6 19.1 25.4 6.0 6.3 38.2 7.6 6.1 30.5 39.0 4.9 20.5 18.4 10.8 16.9 41.3 19.83

HT + View 18.85 40.0 5.3 3.0 - 18.3 28.7 6.6 4.7 34.9 - 2.9 29.8 38.6 6.1 - 23.3 10.5 21.2 38.7 19.50
LHT Ours 24.3 43.211.110.520.720.324.0 8.0 11.938.810.5 4.9 33.239.4 8.2 21.322.510.517.344.1 21.23

Competing Approaches

HT ISK [35] 24.6 32.1 5.0 9.7 9.2 23.3 29.1 11.3 9.1 10.9 8.1 13.0 31.8 29.5 16.6 6.1 7.3 11.8 22.6 21.9 16.65
MKL [41] 37.6 47.8 15.3 15.2 21.9 50.7 50.6 30.0 17.3 33.0 22.5 21.5 51.2 45.5 23.3 12.4 23.9 28.5 45.3 48.5 31.10

Context [42] 53.1 52.7 18.1 13.5 30.7 53.9 43.5 40.3 17.7 31.9 28.0 29.5 52.9 56.6 44.2 12.6 36.2 28.7 50.5 40.7 36.77
LSVM [8] 29.0 54.6 0.6 13.4 26.2 39.4 46.4 16.1 16.3 16.5 24.5 5.0 43.6 37.8 35.0 8.8 17.3 21.6 34.0 39.0 26.26
VOC best 26.2 40.9 9.8 9.4 21.4 39.3 43.2 24.0 12.8 14.0 9.8 16.2 33.5 37.5 22.1 12.0 17.5 14.7 33.4 28.9 23.33

Table 1. Detection results on the PASCAL VOC 2007 dataset [16]. The first block
compares the performance of the Hough transform without grouping (HT Marginal),
aspect ratio clustering (HT + AR), view annotations (HT+View), and our proposed
latent Hough transform (LHT Ours). As can be seen the clustering improves the results
for 14 categories over the marginalization but reduces it for the other 6. Yet, by learning
latent groups we outperform all three baselines on most categories and perform similar
or slightly worse (red) on others. The comparison to the state-of-the-art approaches is
shown in the second block. We outperform the best previously published voting-based
approach (ISK [35]) in mAP. Our performance is competitive on many categories with
the latent part model of [8] and is state-of-the-art on two categories (green).

tent assignments, one can learn finer groupings of the data and increase the
performance by 10 AP points compared to the marginalization baseline.

The detection performance with the two clusterings and view annotations
on three distinct categories aeroplane, bicycle and sheep of VOC’07 dataset are
summarized in Fig. 2. As can be seen, although grouping training examples may
improve performance, this improvement is very much dependent on the grouping
criteria, the category and the number of training data per group. For example,
in detecting airplanes, although using two clusters improves performance, using
more clusters impairs the results. As another example, in detecting sheep, the
marginalization is clearly outperforming clustering with two clusters. The clus-
tering or the view annotations do not lead to optimal groupings and even finding
the well performing ones requires plenty of trial and error.

In contrast to clustering, one can discriminatively learn optimal groupings
by treating them as latent variables. Figure 4 compares the performance of the
learning with the clustering and marginalization. By learning the latent groups,
we outperform clustering baselines. In addition, the learning is not sensitive to
selecting the right number of latent groups as it, unlike clustering, shares training
examples between groups. Table 1, gives the full comparison of our latent Hough
transform method with our baselines and other competing approaches. Some
qualitative results on the VOC’07 dataset are shown in Fig. 5.

7 Conclusions

In this paper, we have introduced the Latent Hough Transform (LHT) to enforce
consistency among votes that support an object hypothesis. To this end, we have
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augmented the Hough space with latent variables and discriminatively learned
the optimal latent assignments of the training data for object detection. Further,
to add robustness to the number of quantizations, we have generalized the latent
variable model by allowing the training instances to have multiple weighted as-
signments and have shown how the previous grouping approaches can be cast as
special cases of our model. In the future, it would be interesting to use the latent
formulation in a more general context e.g., learning a multi-class LHT model or
learning latent transformations of the votes for better detection accuracy.
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Fig. 5. Some qualitative results on the test set of PASCAL VOC 2007 database.
Ground-truth bounding boxes are in blue, correctly detected boxes in green and false
positives in red.


